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Abstract 

 
In this paper, we have developed an alternative approach to solve quadratic 
programming problem with homogenous constraints. Our approach is an 
alternative to the existing variable elimination method to remove 
homogeneous constraints. Using the homogenous constraint a transformation 
matrix T is constructed which helps in reducing the given quadratic 
programming problem into another quadratic programming problem having 
fewer constraints. A relationship between the original problem and the 
transformed problem is also established which ensures that the solution of the 
original problem can be obtained from the transformed problem. Theoretical 
results are illustrated with the help of a numerical example. 
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Introduction 
Quadratic Programming Problem is a special type of mathematical optimization 
problem, which involves maximization/minimization of a sum of a quadratic and a 
linear function subject to linear constraints. Quadratic programming problem with 
homogenous constraints refers to minimizing a sum of quadratic and linear function 
subject to linear constraints where some of the constraints are homogeneous. The 
general quadratic programming problem with homogeneous constraints can be written 
as 
 

(P1) �������� 
��� 
 �� � ���� 
subject to �� 
 � 

� � 0  
 
with its ith constraint as ����� � ����� � � � ����� 
 0. In Problem (P1) � is an 

�-dimensional row vector describing the coefficients of the linear terms in the 
objective function, Q is an �� � �� symmetric matrix describing the coefficients of 
the quadratic term, � is the �-dimensional column vector of the decision variables, 
constraints coefficients are defined by an �� � �� matrix � and � is an �-
dimensional column vector of the right-hand-side values. We assume that a feasible 
solution exists and that the feasible region is bounded. When the objective function 

��� is strictly concave for all feasible points, the problem (P1) has a unique local 
maximum which is also the global maximum. A sufficient condition to guarantee 
strictly concavity of f(x) is Q should be negative definite. 

Research literature is full of variety of applications of quadratic programming 
such as portfolio optimization [10], structural analysis [3], optimal control [4], 
classification [7] and quadratic transportation problems [1, 2, 9]. Also quadratic 
programming problem with homogeneous constraints occurs in many real life 
situations, for example, in portfolio optimization when investment in securities in one 
sector is dependent on the investment in securities in another sector. Various methods 
for solving a quadratic programming problem have already been developed. Wolf [11] 
in 1959 gave the Simplex method for solving quadratic programming problem. In 
1964 Boot [5] also solved the quadratic program. In 1996 Horst [8] et. al. gave a new 
algorithm for solving the general quadratic programming problem. Chadda [6] in 
1999 developed an algorithm to solve a linear fractional program with homogeneous 
constraints. In this paper, we have developed an alternative approach to solve 
quadratic programming problem with homogenous constraints. Our approach is an 
alternative to the existing variable elimination method to remove homogeneous 
constraints. Using the homogenous constraint a transformation matrix � is constructed 
which helps in reducing the given quadratic programming problem into another 
quadratic programming problem having fewer constraints. A relationship between the 
original problem and the transformed problem is also established which ensures that 
the solution of the original problem can be obtained from the transformed problem. 
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Development of transformation matrix  
Let �� 
 ��: �� 
 �, � � 0" denotes the feasible region for (P1). Also let � 


���, ��, � , ��� be a solution of the problem (P1). It is obvious that if �� and ��� > 0 
then there exists at least one �� with ���< 0. Now, corresponding to first homogeneous 
constraint, let # be a 1 � � row vector and # 
 �#�, #�, � , #�� where #�, #�, � , #� 
are the columns of #. So we partition # 
 �#	, #
, #�� where #	 is the set of all 
columns of # for which ��� 
 0, % � let the number of such columns be &; #
is the set 
of all columns of # for which ��� ' 0, % � let the number of such columns be (; #� is 
the set of all columns of # for which ��� ) 0, % � let the number of such columns be 
*. 

Thus ( � * � & 
 �. Now we define a transformation matrix � of order � �

�(* � &� such that the ��
 equation of ATw 
 b will be identically zero where w is a 
column vector with �(* � &� components. Partition � as � = ���, ��� where 
��consists of unit column vectors ej corresponding to ��� 
 0 and �� consists of 
column vectors corresponding to /��, where /�� is defined as �0, 1��
element of / 
such that #� 2 #
 0 
 1,2, … . , ( and #� 2 #�, 1 
 1,2, … . , *. The matrix � 
possesses � rows and & � (* columns and is represented as � = ���, ��� = {(ej ) such 
that ��� 
 0 ∀ i ; (tkl) ∀ 0 2 #
 and 1 2 #�} i.e., ej is the 5�
 column vector of the 
identity matrix 6�  and 

 
tkl = -ailek +aikel  (1) 
 

Remark 1. We have constructed the transformation matrix � in such a way that the 
��
 equation of ��/ 
  � is identically zero. Therefore it is sufficient to show that 
the ��
 row of �� will have all its elements as zeros. Let �� be the ith row of �, then 
for any 5 2 �	, it is clear that ���� 
 0which implies that ���� 
 0. 
 

i.e., Aitkl = Ai (-ailek +aikel ) for any �0, 1�, 0 2 �
and 1 2 �� 

= -ailaik +aikail = 0 ∀ 0 2 �
and 1 2 �� 
 
Hence the elements of the ��
 row of ��/ will have all the zeros. Also for the ��
 

equation �� 
 0. Thus the ��
 equation of ��/ 
  � will be identically zero. 

 
Equivalence relationship 
Applying the transformation � 
 �/ in the original problem (P1), we have the 
following transformed problem (P2): 
 
 
 

(P2) Maximize 7�/�= wc +wt wQ  

 subject to bwA =  
 / � 0 
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where  A 
  ��, c 
  �� and Q  = ���� 

Clearly, Q  will also be a negative definite symmetric matrix. 

As the ��
 equation of ��/ 
  � will be identically zero, it can be removed while 
solving the problem (P2). Let �� 
 �/: �8/ 
 �, / � 0". 

Lemma: If ∑∑
==

β=α
q

1j
j

p

1i
i = V, αi ≥ 0, βj ≥ 0, then there exists a matrix y = (yij) (where 

yij � 0 % ��, 5� ) such that i

q

1j
ijy α=∑

=
 and j

p

1i
ijy β=∑

=
 

 

Proof: Define yij =
V

ji βα ×
 

Now, ∑
=

p

1i
ijy  = ∑

=

β×αp

1i

ji

V
 = 

V

p

1i
ij∑

=
αβ

 = 
V

Vj ×β
= βj 

and =∑
=

q

1j
ijy ∑

=

β×αq

1j

ji

V
= 

V

q

1j
ji∑

=
βα

=
V

Vi ×α
=αi 

Also, yij ≥ 0 (∵ αi ≥ 0, βj ≥ 0) 

Thus the existence of the matrix y= (yij ) (where yij � 0 � ��, 	
 ) is ensured. 
 

Theorem 1: If � solves �� 
 � then there exists a �, such that � 
 ��, which solves 
A w = b. 
 
Proof: As � is a solution of �� 
  �, then its ��� constraint equation will be 

0=+ ∑∑
−+ ∈∈ Al

lilk
Ak

ik xaxa
 

 
Putting llilkkik xaandxa βα =−=  (2) 

We have ∑∑
==

β=α
q

1j
j

p

1i
i  

 
Thus by lemma, ∃ a matrix y (= yij ≥ 0) of order �×� such that 

l

p

k
klk

p

l
kl yandy βα == ∑∑

== 11

 (3) 

Now we define a vector �= 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
2

1

w

w
where �� is a column vector with � components 

and w2 is a column vector with pq components. 
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Also, j
1
j xw =  ∀ j∈A0 

 

and 
ilik

kl2
kl aa

y
w

−=  ∀ k∈A+ and l∈A- (4) 

 
Clearly, w ≥ 0 ( ∵ aik > 0 , ail < 0 and ykl ≥ 0 ) 

Next we wish to prove that ��� 
 � which is equivalent to proving that �� 
 � 
Now, �� = T1w1 + T2w2 

 

= 2
kl

l
kl

kj

1
jj wtwe ∑∑∑ +  

= ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

×
−+−+∑∑∑

ilik

kl

k l
likkil

j
jj aa

y
eaeaxe  (using (1) and (4)) 

 

= ∑∑∑∑∑ −+
k l ilik

kllik

k l ilik

klilk

j
jj aa

yea

aa

yae
xe  

= l
l il

l

k
k

ik

k
j

j
j a

e

a

e
xe β−α+ ∑∑∑  (using (3)) 

 

= )xa(
a

e
xa

a

e
xe

l
lil

il

l

k
kik

ik

k
j

j
j ∑∑∑ −−+  (using (2)) 

 
= ∑∑∑

−+ ∈∈∈

++
Al

ll
Ak

kk
Aj

jj xexexe
0

 

= � 
⇒ �� 
 � 
Since �� 
 � therefore ��� 
 � 
⇒ bwA =  ⇒ w solves .bwA =  
 

Theorem 2: If �� solves the problem (P1) then �� ��� 
 ���
 solves the problem (P2). 
 
Proof: Since the existence of a feasible solution �� is guaranteed by theorem 1. 

Therefore ��� 
 �, ��≥ 0 , Now as �� solves the program (P1). 

Thus .*** QxxcxQxxcx tt

+≥+  
Since �� 
 ��� and � 
 ��  

∴ ( ) ( ) QTwTwcTwTwQTwcTw ttt +≥+ ***  

⇒ wQwwcwQwwc tt

+≥+ ***  ∀ w∈S2 

⇒�� solves the problem (P2). 
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Theorem 3: If �� solves the problem (P2) then there exists �� 
 ��� which solves 
the problem (P1) and the extreme values of the two objective functions are equal. 
 
Proof: Since w* solves the problem (P2) . Therefore, bwA =* , �� ≥ 0 ⇒ ���� 
 � 
i.e., ��� 
 �. 

Further T ≥ 0, �� ≥ 0 and as ��� 
 ��, we get �� � 0 

Also we have, wQwwcwQwwc tt

+≥+ ***  ∀ w∈S2 (5) 
Let x  not �� solves the problem (P2), 

then *** QxxcxxQxxc
tt +≥+  

From theorem 1, it follows that w solves the problem (P2). 

Hence, ( ) ( ) ( ) ( )*** TwQTwcTwwTQwTwcT
tt +≥+  

⇒
*** QTwTwcTwwQTTwwcT tttt +≥+  

i.e., *** wQwwcwQwwc
tt +≥+  , which contradicts (5). 

Hence �� solves the program (P1). 
Next let ����
 and ����
 be the optimal values of the programs (P1) and (P2) at 

�� and �� respectively. 
 

Then ����
 = *** Qxxcx
t

+  

= ( ) ( )*** TwQTwcTw
t+  

= *** QTwTwcTw tt+  

= *** wQwwc
t

+  
= ����
 

 
Hence the optimal values of the two objective functions are equal. 

 

Remark 2: Our method may be useful to a large class of programming model 
containing a huge number of homogeneous constraints. If we have a large number of 
homogeneous constraints then the variable elimination method may be quite 
cumbersome as each time we will have to substitute the value of a dependent variable 
in terms of independent variables in all the equations to eliminate one constraint. The 
method presented in this paper is an alternative to variable elimination method and 
removes one constraint at each step by defining a transformation � 
 ��. However, 
the method presented in the paper doesn’t necessarily decrease the number of 
variables. 

 

Remark 3: The MATLAB code is also developed for reducing the original problem 
(P1) to transformed problem (P2) without homogeneous constraint. We find out the 
transformation matrices through Matlab. Its code is given in appendix A. 
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Numerical example 
Consider Maximize ���
 = 2

121 32 xxx −+  
subject to ��� � 2�� � �� 
 2, 
 ��� � �� � �� 
 0, 
 �5�� � 3�� � �� 
 0, 

��  ≥ 0 , j = 1,2,…..,5. 
 
The optimal solution of this problem is x1=2, x2=2, x3=0, x4=0, x5=4 with 

maximum value of the objective function = 10. 
The above problem can equivalently be written in the form 

Maximize ���
 
 ��� � �	�	��� 
subject to ��� 
 �, 

� � 0. 

i.e.,  Maximize wQwwcwg t+=)(  

 subject to bwA = , 

� � 0. 
Since there are two homogeneous constraints, so there will be two transformation 

matrices. 
Firstly we find out the first transformation matrix T(1) given by 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

0010

1000

0001

0100

1100

)1(T  corresponding to the first homogeneous constraint. 

This reduces our problem to 
 
Maximize ���
 = 2

443
2
343 225 wwwwww −−−+  

subject to �� � �� � �� 
 2, 
�� � 2�� � 5�� 
 0,  
�
 ≥ 0 , i = 1,2,3,4 

where � is given by � 
  ��1
� 
Since in the transformed problem there is another homogeneous constraint 

present, so we find the second transformation matrix ��2
 given by 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

100

010

520

001

)2(T  

which reduces our problem to 
Maximize �� 
=        y-225 2

332
2
232 yyyyy −−+  
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subject to y1+y2 -y3 = 2 
 y2 , y3 ≥ 0 
where y is given by � 
  ��2
  

Its optimal solution is y1 = 0, y2 = 2, y3 = 0 
Hence the solution of the original problem is given by � 
  ��1
��2
  

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

5

4

3

2

1

x

x

x

x

x

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

0010

1000

0001

0100

1100

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

100

010

520

001

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

0

2

0

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

4

0

0

2

2

 

Hence the optimal solution of the given problem is �� 
  2, �� 
  2, �� 
  0, �� 


 0, �� 
  4 with maximum value of ���
 =10. 
 
 

Conclusion 
The process described in section 2 can be extended to define T if �� 
  � has more 
than two homogenous constraints. In case there are s homogenous constraints, we 
define s transformation matrices ��1
, ��2
, … … , ��#
. Note that T(2)is determined 
once ���1
 has been computed. In general, ��#
 is determined only when 
���1
��2
 … … . . ��# � 1
 has been computed. The alternative method developed in 
this paper transforms the original problem to a new formulation which has lesser 
number of constraints but more number of variables. Here, it may be noted that as 
complexity of simplex type algorithms depend more on number of constraint than 
number of variables. Therefore, alternative method developed in this paper is useful 
when there are huge number of homogeneous constraints in a quadratic programming 
problem. 
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Appendix A (MATLAB code) 
 
 

m=input('Enter the value of m: '); 
n=input('Enter the value of n: '); 
C=input('Enter the C matrix: '); 
D=input('Enter the D matrix: '); 
A=input('Enter the A matrix: '); 
B=input('Enter the B matrix: '); 
 
t=cputime 
k=0 
for i = 1:m 
if (B(i) == 0) 
k = k+1; 
l(k)= i; 
end 
end 
t1 =cputime-t 
for j = 1:k 
t2=cputime 
r=0; 
p=0; 
q=0; 
s=l(j) 
for i = 1:n 
if(A(s,i)==0) 
r=r+1; 
for f = 1:n 
if(f==i) 
T(f,r)=1; 
else 
T(f,r)=0; 
end 
end 
elseif(A(s,i)>0) 
p=p+1; 
AP(p)=i; 
else 
q=q+1; 
AN(q)=i; 
end 
end 
g=r+(p*q) 
for x = 1:p 
for y = 1:q 
r=r+1; 
for z = 1:n 
if (z==AP(x)) 
T(z,r)= -A(s,AN(y)); 
elseif(z==AN(y)) 
T(z,r)=A(s,AP(x)); 
else 
T(z,r)=0; 
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end 
end 
end 
end 
disp(['T' num2str(j) ' = ']); 
disp(T(1:n,1:g)); 
C=C*T(1:n,1:g); 
D=T(1:n,1:g)'*D*T(1:n,1:g); 
A=A*T(1:n,1:g); 
if(j==1) 
H=T(1:n,1:g); 
else 
H=H*T(1:n,1:g); 
end 
n=r; 
t2=cputime-t2 
t1=t1+t2; 
disp(['processing time taken till step' num2str(j) ' = ']); 
disp(t1); 
disp(['A' num2str(j) ' = ']); 
disp(A); 
disp(['C' num2str(j) ' = ']); 
disp(C); 
disp(['D' num2str(j) ' = ']); 
disp(D); 
end 
disp('Matrix for converting back to original variables, H = '); 
disp(H) 
disp('Total processing time taken(doesnot include time taken to 

display variables) = '); 
disp(t1); 
 
Note: Here matrix H is the product of all transformation matrices and D equals matrix Q 
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