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Abstract 

Image compression is an important step in image transmission 

and storage.  In order to have efficient utilization of disk space 

and transmission rate, images need to be compressed. The two 

standard compression technique are lossy and lossless image 

compression.  Though there are many compression technique 

already available, a technique which is faster, memory efficient 

and simple surely suits the requirements of the user. In this 

work, the lossless method of image compression and 

decompression using a simple coding technique called Run-

length coding is compared with Huffman coding and lossy 

compression technique using DCT (Discrete Cosine 

Transform) and FFT(Fast Fourier Transform)  are compared 

with Haar wavelet transform. The experimental results are 

analysed to compare the performance of various compression 

techniques. 

Keywords: Lossless compression, Lossy compression, Run-

length coding, Huffman coding, DCT, FFT, Haar wavelet 

transform. 

 

INTRODUCTION 

Multimedia data, especially images have been rapidly 

increasing every day. Because of their large size storage and 

transmission have become a difficult task as they need large 

storage devices and high bandwidth network systems. The 

purpose for image compression [1] is to reduce the amount of 

data required for representing sampled digital images and 

therefore reduce the cost for storage and transmission. Image 

compression plays a key role in many important applications, 

including image database, image communications, remote 

sensing. There are different techniques for compressing 

images. They are broadly classified into two classes called 

lossless and lossy compression techniques [7]. As the name 

suggests in Lossless compression techniques, no information 

regarding the image is lost. In other words, the reconstructed 

image from the compressed image is identical to the original 

image. There are four types of lossless compression. They are 

Run-length encoding, Entropy encoding, Huffman coding and 

Arithmetic encoding. Whereas in lossy compression, some 

image information is lost, i.e. the reconstructed image from the 

compressed image is similar to the original image but not 

identical to it.There are three types of lossy compression 

techniques. They are Chroma sampling, Transform coding and 

Fractal compression. In this work use a lossless compression 

and decompression through a technique called Run-length 

coding is compared with Huffman coding (i.e. Huffman 

encoding and decoding). And also lossy compression technique 

DCT (Discrete Cosine Transform) and FFT (Fast Fourier 

Transform) are compared with Haar wavelet transform. 

Run-length encoding (RLE) [2] is a data compression 

algorithm that is supported by most bitmap file formats, such 

as TIFF, BMP, and PCX. RLE is suited for compressing any 

type of data regardless of its information content, but the 

content of the data will affect the compression ratio achieved 

by RLE. Huffman coding [3] is a lossless data compression 

technique. Huffman coding is based on the frequency of 

occurrence of a data item i.e. pixel in images. The technique is 

to use a lower number of bits to encode the data into binary 

codes that occurs more frequently. 

The DCT is the preferred transform used for image 

compression as it is typically able to incorporate more 

information from the image in fewer coefficients in comparison 

to other transforms. This is because the DCT implicitly 

assumes an even extension of the signal outside the domain 

from which it is sampled, leading to a continuous extension at 

the boundaries [4]. The FFT is a basic algorithm underlying 

much of signal processing, image processing, and data 

compression. Wavelets [5, 6] are lossy compression technique 

essentially a type of multiresolution function approximation 

that allow for the hierarchical de-composition of a signal or 

image.  Any given decomposition of a signal into wavelets 

involves just a pair of waveforms (mother wavelets). The two 

shapes are translated and scaled to produce wavelets at different 

locations and on different scales. The wavelet coefficients 

preserve all the information in the original image.  

Based on the application and users requirements a compression 

technique that would effectively address the problem of data 

reduction in images is needed. 

 

REVIEW OF LITERATURE 

Compression is the process of reducing storage and 

transmission bandwidth required to store and transfer data. 

M.VidyaSagar et al [8] proposed run-length encoding (RLE) is 

a very simple form of data compression in which runs of data 
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(that is, sequences in which the same data value occurs in many 

consecutive data elements) are stored as a single data value and 

count, rather than as the original run. Venkatasekhar et al [9] 

proposed huffman coding can offer better fast fractal 

compression than arithmetic coding when compare to 

arithmetic coding, huffman coding is best for compression. It 

increases the speed of compression and produces high PSNR. 

Pratishtha Gupta et al [10] proposed run length encoding 

compression algorithm which is capably well-matched for 

RGB images data. Here considered painted and natural images 

for the examination of implemented scheme. In [11] the author 

proposed huffman coding technique is basically based on 

frequency of occurrence of a data item. The principle behind 

this technique is to use lower number of bits to encode the data 

that occurs more frequently. Mei Jiansheng et al [12] proposed 

a discrete cosine transform (DCT) is a technique for converting 

a signal into elementary frequency components. It expresses a 

sequence of finitely numerous data points in terms of a sum of 

cosine functions oscillating at different frequencies which is 

widely used in image compression. Prabhakar. 

Telagarapu et al [13] proposed the Discrete Cosine Transform 

(DCT) attempts to de correlate the image data. After de 

correlation each transform coefficient can be encoded 

independently without losing compression efficiency. 

Anamitra Bardhan Roy et al [14] proposed a Fast Fourier 

Transform (FFT) is a faster, computational, efficient algorithm 

to compute the discrete Fourier Transform (DFT). Discrete 

Fourier Transform (DFT) is the transformation of the discrete 

signal taking in time domain into its discrete frequency domain 

representation. Sindhu M S et al [15] proposed image 

compression is to scale back the size and form of image without 

degrading the quality retrieving the back the original image. 

The best Haar moving ridge transform, it is the foremost 

simplest method among separate wavelet remodel [DWT] is 

mistreatment. Together with Haar moving ridge remodel, 

laborious thresholding has been applied to a picture. 

 

LOSSLESS IMAGE COMPRESSION TECHNIQUE 

HUFFMAN ENCODING 

Huffman code [16] is a lossless technique for compressing data. 

Huffman's greedy algorithm looks at the occurrence of each 

character and store it as a binary string in an optimal way. 

Huffman coding is a form of statistical coding which attempts 

to reduce the amount of bits required to represent a string of 

symbols. The term refers to the use of a variable-length code 

table for encoding a source symbol where the variable-length 

code table has been derived in a particular way based on the 

estimated probability of occurrence for each possible value of 

the source symbol. Huffman coding is based on frequency of 

occurrence of a data item. The principle is to use a lower 

number of bits to encode the data that occurs more frequently 

[17]. A Huffman code dictionary [18], which associates each 

data symbol with a codeword, has the property that no code-

word in the dictionary is a prefix of any other codeword in the 

dictionary [19].Code word lengths are no longer fixed. Code 

word lengths vary and will be shorter for the most frequently 

used characters. 

HUFFMAN DECODING 

Huffman decoding is the reverse process of encoding, which is 

used to decompress the image. Before starting the compression 

[11] of a data file, the compressor has to determine the codes. 

It does that based on the probabilities of the symbols. The 

probabilities or frequencies have to be written, as side 

information, to the output, so that any huffman decoder will be 

able to decompress the data. This is easy, because the 

frequencies are integers and the probabilities can be written as 

scaled integers. It normally adds just a few hundred bytes to the 

output. It is also possible to write the variable-length codes 

themselves on the output. Decoding a Huffman-compressed 

file by sliding down the code tree for each symbol is 

conceptually simple, but slow. The compressed file has to be 

read bit by bit and the decoder has to advance a node in the code 

tree for each bit. 

The following figure shows (a) original image, (b) 

compressed image and (c) reconstructed image using Huffman 

coding and decoding technique. 

   

(a)                                              (b) 

 

(c) 

Figure 1: (a) Original image  (b) Compressed image 

 (c) Reconstructed image 

 

PROPOSED METHOD OF LOSSLESS IMAGE 

COMPRESSION TECHNIQUE 

RUN LENGTH ENCODING 

Run-length encoding is a data compression algorithm that is 

supported by most bitmap file formats, such as TIFF, BMP, and 

PCX. RLE schemes are simple and fast, but their compression 

efficiency depends on the type of image data being encoded. In 

this research work proposing a scheme which is compressing 

an image with the help of RLE. Run-length encoding (RLE) is 

a very simple form of lossless data compression in which runs 

of data (that is, sequences in which the same data value occurs 

in many consecutive data elements) are stored as a data value 

and count, rather than as original run. In Run length encoded, 

producing a sequence of integer run values which are then 
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stored as an integer array. Each run value represents the length 

of a run of either black or white pixels and alternate run values 

represent alternate colors. For run-length encoding on an 

image, transmission of a quantity count of each of successive 

run of black or white scanned picture element. A black-and-

white image that is mostly white, such as the page of a book, 

will encode very well, due to the large amount of contiguous 

data that is all the same color. An image with many colors that 

is very busy in appearance, however, such as a photograph, will 

not encode very well. This is because the complexity of the 

image is expressed as a large number of different colors [2]. 

 

RUN LENGTH DECODING 

Run-length encoding converts a stream of pixels from an 

original image into an array of run values. Run-length decoding 

produces the opposite effect, restoring an original image from 

an array of run values. Based on the value of the first element 

in a compressed image array, selects the proper routine to 

decode and restore the original image. 

The following figure shows (a) Original image, (b) Binary 

image, (c) Before Encoding,  (d) After Encoding and (e) After 

Decoding image using Run-length encoding and decoding 

technique. 

 

     

(a) Original image                                                        (b) Binary image 

 

    

(c) Before Encoding                                                       (d) After Encoding 

           

 

(e) After Decoding 

Figure 2: Images of before and after RLE encoding and decoding technique 
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ALGORITHM 

The algorithm for Run length encoding and decoding 

technique is given below. 

Step 1: Read the image. 

Step 2: Compute the size of the image. 

Step 3: Convert the image to binary. 

Step 4: Perform RLE on binary image. 

Step 5: Perform dynamic allocation and initialization of next 

element of RLE. 

Step 6: Output the image before and after RLE 

Step 7: Apply decoding for decompression. 

Step 8: Output decoding image. 

 

LOSSY IMAGE COMPRESSION TECHNIQUE 

HAAR WAVELET TRANSFORM 

Wavelets [5, 6] are lossy compression technique essentially a 

type of multiresolution function approximation that allow for 

the hierarchical de-composition of a signal or image. Wavelets 

are functions generated from a single function by its dilations 

and translation. Haar transforms the simplest compression 

process of this kind. The Haar transform provides a 

multiresolution representation of an image with wavelet 

features at different scales capturing different levels of detail; 

the scale wavelets encode large regions, while the fine scale 

wavelets describe smaller, local regions. The wavelet 

coefficients preserve all the information in the original image. 

Haar transform decomposes each signal into two components 

namely the average and the difference [5, 6]. It is used to reduce 

the memory requirements and the amount of inefficient 

movement of Haar coefficients. 

The following figure shows (a) The original image and the 

transformed image of 1d wavelet and (b) The original and 

vertical transformed image for 2d wavelet. 

 

 

Figure 1(a). 1-D Haar WaveletTransform 

 

 

Figure 1(b). 2-D Haar Wavelet Vertical Transform 

 

PROPOSED METHOD OF LOSSY IMAGE 

COMPRESSION TECHNIQUE 

FAST FOURIER TRANSFORM (FFT) 

The FFT is a basic algorithm used in much of signal processing, 

image processing, and data compression. A Fast Fourier 

Transform (FFT) is a faster, computational, efficient algorithm 

to compute the Discrete Fourier Transform (DFT) [20] and it’s 

inverse.  

Let x0, ...., xN-1be complex numbers. The DFT is defined by 

the formula 

        (1)      

Discrete Fourier Transform (DFT) is the transformation of the 

discrete signal taking in time domain into its discrete frequency 

domain representation [21]. The functions Y = fft(x) and y = 

ifft(X) implement the transform and inverse transform pair 

given for vectors of length N by: 

        (2) 

The FFT algorithm reduces the computational burden to O(nlog 

n) arithmetic operation. FFT requires the number of data points 

to be a power of 2.FFT requires evenly spaced time series. 
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DISCRETE COSINE TRANSFORM (DCT) 

A discrete cosine transform (DCT) is a technique for converting 

a signal into elementary frequency components [15, 22]. It 

expresses a sequence of finitely numerous data points in terms 

of a sum of cosine functions oscillating at different frequencies 

which is widely used in image compression.  

The DCT helps to separate the image into parts (or spectral sub-

bands) of differing importance (with respect to the image's 

visual quality).  DCT converts an image from spatial domain 

into a frequency domain.  The DCT is closely related to the 

Discrete Fourier Transform (DFT) with some dissimilarity. 

Coefficients produced by a DCT operation on a block of pixels 

are similar to the frequency domain coefficients produced by a 

DFT operation. For processing one-dimensional signals such as 

speech waveforms one-dimensional DCT is used.   

For analysis of two dimensional (2D) signals such as images, a 

2D version of the DCT is required. As the 2-Dimensional DCT 

can be computed by applying 1D transforms separately to the 

rows and columns, it can be said that the 2D DCT is separable 

in the two dimensions.   

For an M × N digital image f (x, y), its two-dimensional discrete 

cosine transform and its inverse transformation is defined by 

the following equations [15]. 

  (3) 

 (4)    

There, C (u, v) is the result of discrete transform, and also 

known as DCT coefficient.  

Where, u, v = 0, 1, 2 ... N-1  

x, y = 0, 1, 2, ... N-1  

α (u) is defined as follows: 

     (5) 

The order of values obtained by applying the DCT is 

coincidentally from lowest to highest frequency. When 

reconstructing the data and transforming it back to the spatial 

domain, the results are remarkably similar to the original signal. 

The DCT method can be used to compress both color and gray 

scale images. 

 

 

 

 

The following figure show the compression images using DCT 

and FFT.  

 

Figure 4: Compression images using DCT & FFT techniques. 

 

ALGORITHM 

The algorithm for DCT & FFT techniques is given below. 

 

Step 1:  Read the image. 

Step 2:  Compute the size of the image. 

Step 3:  Apply a function to computes the two-dimensional 

DCT of an image. 

Step 4:  Perform the two-dimensional inverse DCT of an 

image. 

Step 5:  Output the compression image after DCT. 

Step 6:  Apply a function computes the two-dimensional FFT 

of an image. 

Step 7:  Perform the two-dimensional inverse FFT of an 

image. 

Step 8:  Output the compression image after FFT. 

 

PERFORMANCE METRICS 

To compare the uncompressed with compressed image, the 

following performance measures are used. 

Compression ratio 

One success measurement in image data compression is the 

Compression Ratio. The Compression ratio [23] is to measure 

the ability of data compression by comparing the size of the 

image being compared with the original size. The Greater the 

compression ratio means better performance. 

The Compression ratio is defined as the ratio of an original 

image and compressed image [23, 24]. 

Compression Ratio = Original Image / Compressed Image. 
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Elapsed Time  

Quality analysis has been presented by measuring overall 

elapsed time [5] for the wavelet transform and for the Huffman 

coding with help of start watch timer and stopwatch timer 

functions. They are used to determine how long it takes for a 

program to run. 

Size 

It specifies the memory size [5] of objects before and after the 

compression. 

Quality Evaluation 

There are two error metrics which is used to compare the 

quality of image compression, that are known as MSE and 

PSNR [11, 23]. 

Quality is evaluated by using PSNR (peak signal-to-noise 

ratio) value. PSNR is measured between two images. Here, 

PSNR is measured between original image and decompressed 

image. 

PSNR formula is as: 

                                (6) 

MSE: MSE is the Mean square error among original and 

decompressed image.  

MSE formula is as: 

      (7) 

         Where m, n is the size of the original image. 

For a good quality image after decompression, following 

conditions must hold:  

  PSNR should be high  

  MSE should be low  

 Compression ratio should be high  

 

RESULTS 

In this research work, the proposed compression technique is 

tested on INRIA PERSON data set.  The experimental results 

of the various compression technique implemented in 

MATLAB. Lossy Haar wavelet, DCT, FFT and Lossless 

Huffman and Run-length coding for compression ratio and 

elapsed time are depicted in Table 1. It is evident from the table 

that, the compression ratio of the DCT & FFT for different 

types of images  are higher than the Haar wavelet transform in 

lossy compression and compression ratio of Huffman coding is 

less than Run-length coding in Lossless compression. On the 

other hand, the elapsed time of  Haar wavelet transform is  less 

than  DCT&FFT in lossy compression and the elapsed time of 

Huffman coding is more  than Run-length coding in Lossless 

compression. 

Table 1: Compression Ratio and Elapsed time of Lossy and Lossless compression 

 

Table 2: Memory size of Lossy and Lossless compression 
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Memory size before and after the lossy and lossless 

compression is shown in Table 2. 

From this table DCT&FFT result in memory size compared to 

Haar wavelet in Lossy compression and the resultant memory 

size using Run-length coding is less compared to Huffman 

coding in lossless compression. 

Table 3 and Table 4 describes about the Haar Wavelet and DCT 

& FFT in lossy compression and Huffman coding and Run-

length coding in lossless compression output with different 

performance evaluation parameters such as  mean square error, 

peak signal to noise ratio (db),  These different parameters are 

used to compare the output or quality of the different types of 

the image. Different type of images will be taken to compare 

the quality e.g. .bmp, .jpg, .tif and .png etc. 

The MSE represents the Means Squared Error between the 

compressed and the original image whereas PSNR represents a 

measure of the peak error. Lower the value of MSE and higher 

the value of PSNR indicates a low error and good image quality 

respectively. 

 

Table 3: Mean Square error of Lossy and Lossless compression Techniques. 

 

 

Table 4: Peak Signal to Noise Ratio of Lossy and Lossless compression Techniques. 

 

 

   

Figure 5: (a) Compression Ratio of Lossy                       (b) Memory size of Lossy and Lossless 

and Lossless compression techniques                                   compression techniques 
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Figure 6: (a) MSE of Lossy and                                    (b) PSNR of Lossy and Lossless 

Lossless compression techniques                                       compression techniques 

 

The graphical representation of compression ratio and memory 

size of both lossy compression and Lossless compression 

techniques is shown in Figure 5.And also Figure 6 shows the 

graphical representation of MSE and PSNR value of lossy and 

lossless compression techniques. 

 

CONCLUSION 

In this article, a comparative analysis shows a comparison 

between the various types of images using a lossless Huffman 

coding and Run-length coding technique and lossy Haar 

wavelet technique, Discrete Cosine Transform (DCT) and Fast 

Fourier Transform (FFT) for human object. Some important 

performance measures as compression ratio, elapsed time, 

memory size before and after the compression, MSE and PSNR 

have been used. After observing the results it can be concluded 

that the objective of the research is achieved with following 

observation. It is concluded that Image compression is an 

important technique in digital image processing. There are 

different types of compression techniques but DCT& FFT in 

lossy compression and Run-length coding in lossless 

compression have high compression ratio and results in less 

memory size. 

Run-length coding has been used in the proposed algorithm and 

better quality of compressed image with less MSE and 

Huffman coding contains high PSNR value in lossless 

compression when compared to lossy compression techniques. 

In future other compression techniques can be explored for 

images of human objects. 
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