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Abstract 

Web is a huge source of unstructured information, which is 

not so useful for human beings until it is classified. Text 

categorization is the process of classifying these unstructured 

documents into predefined labels based on the content. Here 

automated text categorization takes input as large set of text 

documents and group them into predefined labels such as 

sports, politics, entertainment etc. This can be useful for 

multiple domains. In the existing situation users classify the 

documents manually by reading the content of the document, 

but find one approach followed is where a high degree of 

effort is required for reading large set of text documents. To 

classify the large set of text documents user need to read all 

the documents which is time consuming and costly process. In 

order to increase the efficiency of classification, it should 

need more man power to classify the document for large set of 

text documents. In order to solve the problems faced by the 

existing system, a novel automated text categorization based 

system is proposed for classification of documents on 

Wikipedia articles using supervised machine learning and 

measure the accuracy of supervised learning algorithm. The 

experiment is conducted over 564 documents of Wikipedia 

articles. The accuracy of Support Vector Machine and K 

Nearest Neighbor are obtained by the proposed system in 

classifying the documents are 88% and 85% respectively. 

Keywords: Text categorization, Support Vector Machine, K 

Nearest Neighbor, Supervised machine learning, TFIDF. 

 

INTRODUCTION 

Technology is exponentially increasing in the existing real 

time world. So, storing data is interdependent of the 

technology. Now days the users are actually transaction with 

the text formatted data rather than numerical oriented data. 

The different technology used in the real time world is 

sometime difficult to apply on the textual data. For example 

text classification is one among the technologies to work on 

the text formatted data. Therefore it’s very crucial to deal a 

technique which is related to textual data which is completely 

different from the numerical data. Text classification is one 

which deals with the mining of textual data. Some of the basic 

pattern which is interrelated to the text classification was rules 

and synthesizing and analyzing the relations[15]. Based on the 

some experimentation the information can be extracted based 

on the new facts. In order to find the relevant information the 

problem arises in this context is not relevant to the user needs, 

so the ultimate goal of text classification is to discover the 

information which is not known or which does not exist. 

Some of the functions[16] of the text classification is the 

summarization of text, clustering of text and categorization of 

text. 

Text categorization is the process of grouping documents into 

a set of categories based on their content[12]. Text 

categorization is an important learning technique that is at the 

core of many tasks such as management of information and 

information retrieval. Text categorization performs a 

prominent role in different applications that deals with 

organizing the documents, classifying the documents and 

concisely representing a vast amount of text documents. Text 

categorization is a well established problem in information 

retrieval. Automatic text categorization is the process of 

automatically classifying the relevant category of new 

documents from the testing set of Wikipedia text documents 

using supervised learning. In Supervised text categorization, 

some preprocessing tasks such as tokenization of text, 

eliminating stop words, stemming of text and select the 

features of text documents. Then train the documents with 

class labeled text documents known as training dataset into 

the classification model. This model provides information 

related to the correct categorization of documents against 

testing dataset with no class labeled text documents. So that in 

case of supervised learning technique, it becomes easy to test 

the accuracy of text categorization model.  

In the digitalizing world the increasing growth of electronic 

documents and accessing information is difficult, so 

predominantly its conflict on efficient and effective manner 

for accessing the information for the document. Furthermore, 

to productize the information the categorization of text is a 

part of enhancement. In the real time digital documents the 

text classification is been a research topic and imperative 

application. So the classification of text is persistently based 

on the huge amount of text formatted data. Text categorization 

is one in which the category of document is based on the 

predefined content of the document[10]. To manage a huge 

amount of text formatted documents, document classification 

plays a prominent role. Single label and multi label are the 

two types of text categorization. The class or one group is 

essentially appropriate and is required to assign each 

document is called as single label[11]. Multi label text 

grouping is one in which one or multiple groups can be 

empowering to a document. The challenging task in text 

classification and it mainly has two main factors that are:  

feature extraction and classifying documents. 



International Journal of Applied Engineering Research ISSN 0973-4562 Volume 13, Number 15 (2018) pp. 12388-12395 

© Research India Publications.  http://www.ripublication.com 

12389 

The main set of feature that accurately describes the document 

is obtained from the feature extraction and it also builds best 

classification model. Good model can be obtained for 

classification from feature extraction. The documents which 

contain the broad topics are very complicated and 

categorizing then is most difficult task. When the document 

which contains information about theocracy is considered 

such document makes it very difficult to categorize it has 

politics and religion. The document may contain the topic 

which is broad and it contains different meaning based on the 

context which might appear multiple times within the 

document with different context in the document. 

The organization of the paper is as follows: A Brief 

introduction about the paper is discussed in Section I. We 

cover the study of the Literature Review that are already done 

in this field and are considered as the base study for this work 

discussed in Section II. In Section III, describes the Proposed 

Method system architecture. Results and Discussion inferred 

from the output is discussed Section IV. Section V contains 

the conclusion of the Paper.  

 

LITERATURE REVIEW 

W. Zhang et al, Used that support vector machine which is 

building block for the text classification of multi-word. 

Author used multi-word phrases, a syntactical structure for 

multi word extraction. Author used pattern identification for 

reducing the computation cost and proposed the extracted 

duplicate patterns for concatenating the regular expression for 

the multiple words[1]. Based on the semantic levels of the 

multi-words, they established two methods based on the 

different strategy. The author suggests improving the 

performance of the system by using semi-supervised learning. 

Text visualization which is embedded with the word clouds 

for text analytics. Here they extracted data from the news 

articles. The text is converted into clouds of words based on 

the information and features which works interactively on the 

word cloud explorer[2]. Author addresses the issues related 

with comparison and handling of multiple documents and also 

suggests integrating the cloud with the present approach to 

improve the performance.  

Support vector machine on the sport articles to perform the 

text classification. By using the support vector machine 

classifier the author provided grouping system which 

categorizes the relevant text. Based on ranking of support 

vector machine it performs the multi classification system. 

Here [3] proposed SVM light tool which classifies sports 

articles as sport relevant. The author suggests using SVM 

ranking in the future scope. 

Hybrid text classification with naive bayes and support vector 

machine. Here the dataset is initially split into testing and 

training dataset. The input data to this support vector machine 

is in the form of numerical values. So testing and training data 

are transformed into numerical values using Bayesian 

vectorization method. Then this numerical data are inputs for 

support vector machine classifier and then output of this 

classified data can be used as a training dataset [4]. Author 

suggested increasing performance of the system using 

artificial intelligence machine learning. 

Text and document classification using machine learning with 

KNN classifier. Here Text classification is the difficult task 

generally suitable credential into the predefined classes. 

Single label categorization is one in which the text resides to 

one association. Multi label categorization is one which 

includes multiple documents. The author actually classifies 

the credentials with the help of KNN based on the machine 

learning approach. Comparison of naive bayes and term- 

graph methods by returning more precise documents are given 

in [5]. The major drawback of using KNN is time consuming 

but it provides the better correctness as compared to others. 

The mixture of these classifiers provides the better outcome 

than the combination of other.  

The challenges of text categorization in twitter data set using 

machine learning techniques. They used machine learning 

techniques that depend on an inclusive set of features derived 

from user information. In the outcome was experimented on 3 

tasks with different attributes like detecting the political 

affiliation, ethnicity identification and detecting affinity for 

particular business [6]. 

Mita K. Dalal et al. deals with some big issues like 

unformatted data. In author also describe the automatic text 

document. Some of the major application of automatic text 

categorization is opinion mining, contextual search and 

product review process and text sentiment analysis [7]. Author 

suggests improving the performance using advanced text 

mining techniques. 

 

PROPOSED SYSTEM ARCHITECTURE 

The proposed system architecture aims in the design and 

development of an automated system for classification of text 

document on Wikipedia articles using supervised machine 

learning and classify the label for the new document. 

In system architecture, the extraction of the text documents 

from the downloaded xml dump file which contains the 

Wikipedia articles using the python packages and the lxml. 

Extracted text documents are in unclean form need to clean 

the text documents using basic regular expressions methods 

and natural language processing methods. Natural language 

tool kit(NLTK) performs the preprocessing tasks on the 

extracted text documents to get the clean text documents for 

building the corpus. Tokenizing the text, removing the stop 

words and then stemming the text are the preprocessing 

techniques on the text documents for removing the 

unnecessary text and the required features for training the 

algorithm. Prepare the training dataset and the test set from 

corpus for training and testing the algorithm. Features are 

extracted from the text documents of corpus and select the 

features from the training dataset and the test dataset of text 

documents are transformed into numerical vector form using 

tf-idf method for training and testing the algorithm. Prepare 

the label data for training the model with the training dataset 

in supervised learning. Documents are classified the category 

based on the content or extracted features using support vector 

machine algorithm. Finally classify the label for the new 

document for test set from trained algorithm using the sklearn 
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of python package as described in the below Figure 1. 

 

Figure 1: System Architecture. 

 

Data Collection and Cleaning  

In text categorization, the users provides a dataset of text 

documents from Wikipedia articles and uses a part of dataset 

for training the classifier model and then classify the result of 

the remaining text documents. The dataset of text documents 

are organized into a class. The method of training text 

documents from a set of correctly classified text documents is 

known as “Supervised Learning”. Actually for training the 

model each text document is giving with labeled data. The 

trained datasets with labeled data are used for classifying the 

correct class for new set of unlabeled or unclassified text 

documents. In this work we considered the correctly classified 

text documents dataset from Wikipedia articles.   

Generally the Wikipedia articles are just text or paragraphs. 

But this set of labeled text documents consists of documents 

for each articles and each document is provided with class 

label. This process of the data processing in text documents a 

bit hard with this unwanted text. The text documents from 

Wikipedia articles can contain special characters, images and 

some other noisy data. These text documents should be 

cleaned to reduce all those junk data in the text file to be 

processed in following stage. 

 

Building Corpus 

In the previous stage, we have prepared the data, and create 

the corpus and store text documents in the text corpus. We 

have to organize and divide the datasets into training dataset 

and testing dataset. The training dataset can be used for train 

the model and the testing dataset can be used for testing the 

data. In machine learning while using the supervised learning, 

it is required to train the model with the use of the training 

dataset along with the labeled data in machine learning. This 

training dataset is required for the entire dataset to increase 

the accuracy of the classification model. In most of the 

machine learning preprocessing techniques are separated into 

the train datasets and test datasets are using 80-20 rule, where 

80% of dataset is used for training the model and 20% of the 

dataset is used for test dataset.  

Data Pre-processing  

Documents are given in the form of unstructured text data 

which usually requires a transformation of text into the 

representation of machine process-able format. Eliminating 

stop words and stemming of the text are the important part of 

preprocessing phase for cleaning the text from the text 

documents[19]. So the process of conversion of the machine 

readable format from the raw text documents is very much 

required. So that this process of transforming the text 

documents into a representation of number format, which are 

suitable for the need of learning algorithm. This phase deals 

with the text categorization techniques of encoding documents 

for text classification tasks. In text categorization, the 

representations of numerical vectors are encoded from the text 

documents. This process of converting is done in two parts. 

The first part of the encoding process deals with the extraction 

of text features from the article corpus and the process of 

selecting some of the features from the corpus. The second 

part of the encoding process provides corresponding values to 

the features this last step can make for features generating 

numerical vectors.  

 

Feature Extraction 

Feature extraction is the one of the text preprocessing step 

which is used to reduce features which are repeated. So the 

text preprocessing tasks such as removal stopwords and 

stemming the text are performed on the text documents to 

reduce the unwanted features[19]. The representation of 

documents in text categorization which contains the large 

number of features and some of the features are irrelevant or 

noisy[20].  The two main purposes of the feature extractions 

are. First, the extracted text features makes increases the 

efficiency of the classifier with the training dataset for 

categorize the new documents by reducing the effectiveness 

of the text vocabulary. Second, selecting the features will be 

frequently increases the accuracy of the classification model 

by cleaning the noisy data or unnecessary text feature that is 

not required for the prediction of the classification model. 

These noisy text features or unnecessary words are present in 

the document representation, this will also increases the 

classification error on new data. So that unnecessary words or 

text features are reduced in the text documents for text 

categorization by natural language processing methods of the 

text preprocessing tasks are eliminating the stop words and 

stemming the text.  These steps of extraction of text features 

are given below. 

 

Tokenize the text 

Tokenize the text is the process of making or breaking the 

meaningful words or phrases from the sentences. The 

achieving tokenization method by using the separation of 

comma, stop and space. The python built in nltk libraries can 

tokenize the text documents can split into words and convert 

all the text documents into lowercase. 
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Eliminating stop words 

When working with the text categorization techniques, 

eliminating the stop words is the standard method to eliminate 

the irrelevant or unnecessary words or text from the features 

of text documents. If we remove the stop words from the 

documents, we will decrease the number of text features from 

the corpus and instead of concentrating other unnecessary 

feature. We can concentrate more on the actual required 

feature for training the classification model. 

Single set of words are known as stop words. For example 

determiners such as ‘a, and, the’, prepositions such as ‘up, 

down, under’. These type stop words which will be removing 

from the text corpus. Here we are mainly considering the 

Wikipedia articles. 

The python built in nltk library is used to eliminate the stop 

words from the text documents. 

 

Stemming the text 

Stemming the text is the process of trimming the text into the 

original form of word. For example, if we have a word 

‘training’ and ‘trained’ stemming the text will cut off that 

word to ‘train’ and then use that same text feature for the 

occurrences of those words. 

 

Vector representation 

The original forms of text documents are unsuitable for the 

learning of the algorithm. These text documents are required 

to convert into the required input number format for training 

or learning the algorithm. Therefore the attribute – value 

representation of documents are needed for the learning of 

algorithm, which means the converting text documents into 

vector space. 

Once the extraction of text documents, these documents needs 

to be preprocessed using the preprocessing techniques such as 

tokenizing the text for breaking the sentences into words, stop 

words removal for reducing the repeated words from the text 

documents and then stemming the text is for cutting off the 

text into distinct words, etc. To select the features from the 

corpus documents is important motivation for feature 

selection. The predetermined importance of the word is 

measured according to keeping the terms with highest score is 

performed by feature selection[20].So the transformation of 

the documents into vector form can be happen. The 

corresponding each term can have the one dimension in the 

document, the identical terms can also contain similar 

dimension. Then the term i equivalent to the jth dimension of 

vector space. The standard technique is for conversion of the 

text documents into a vector form and the term weighting 

technique [8] is known as TF-IDF. The TF-IDF weighting 

method is very important for building model for 

understanding and learning the algorithms like SVM and 

KNN.    

The TF-IDF is also known as Term frequency – Inverse 

document frequency. The information and the text 

classification techniques are used TF-IDF for the conversion 

of documents. This TF-IDF weight is statistical measure 

required to decide how significant a term for the document 

from the collection of documents or text corpus. The 

importance rises comparable to the number of times a term 

can takes place in the document over the frequency of the 

term from the set of corpus. IDF is from the text corpus 

measures how the term is impromptu in the corpus. Hence if 

the word exists frequently in the text corpus and then it is not 

considered for training the document. If the word is does not 

exists frequently in the text corpus then it is considered for the 

relevant for the document. 

There two terms in the composition of TF-IDF. They are one 

is to evaluates the normalized Term frequency (TF) is nothing 

but the number of times the term exists in a document, 

separated by the whole number of terms from that document 

and then the next one is Inverse document frequency (IDF) 

method is to evaluates the logarithm of the number of 

documents from the corpus separated by the number of 

documents containing the word takes place. The TF-IDF 

denotes as below. 

TF-IDF = TFeq × IDocFeq 

To compute the Term Frequency(TFeq)  is  

  TFeq(i, j) = TFeq(i, j) . DocFeq(i) 

And then to compute the Inverse Document 

Frequency(IDocFeq) is 

  IDocFeq(i) = log(N/DocFeq(i)) 

Where,  TFeq(i, j) is the number of times the word i hold in 

the document j. 

  N is the total number of documents in the corpus. 

  DocFeq(i) is the number of documents hold the 

word i. 

 

Classification algorithm 

Support Vector Machine: SVM is one of the most frequently 

used algorithm, which divides a single input into two different 

sets which includes training and testing set. For instance, a 

document can be classified into special and on-favored sets. 

Based on training set documents SVM aims to discriminate 

between two categories which include the labeled documents 

in the two categories. The internal working of SVM is based 

on kernels like linear and non-linear is rbf, such that it handles 

the documents so that in a high dimensional space it can be 

shown as points which then could be used to find a hyper-

plane that ideally isolates between the two categories. 

Learning and classification of documents  based on the 

extracted features of the text documents are classified and 

classify the label for the new documents by using support 

vector machine classification algorithm. SVM constructs a 

hyper plane in a high dimensional space[17] for the linear  

kernels. Accurate separation is achieved by the hyperplane, if 

it has largest distance to the nearest training data point using 

kernels[18]. The classification approach of the system 
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randomly divides the dataset into training and testing dataset. 

The proposed system is to classify documents using support 

vector machine classification algorithm. SVM is one of the 

advanced trend in machine learning used for solving many 

text classification problems. SVM mainly deals with two 

classes by maximizing or minimizing the margin from the 

hyperplane as shown in figure 2. The object samples close to 

the margin that are used to define the hyper plane are called as 

Support vectors.   

Depending on the way the given points are separated by 

hyperplane, the SVMs can be classified into linear SVM and 

non-linear SVM. Hyperplane is defined by positive and 

negative values. The mathematical formula for finding 

hyperplane is given by   

   (𝑎.𝑏) + 𝑐 = +1 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑙𝑎𝑏𝑒𝑙)                                                                             

   (𝑎.𝑏) + 𝑐 = −1 (𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑙𝑎𝑏𝑒𝑙)                                                                            

   (𝑎.𝑏) + 𝑐 = 0   (ℎ 𝑦𝑝𝑒𝑟 𝑝𝑙𝑎𝑛𝑒)                                                                                 

Where, a, b and c are individual classes defining the 

hyperplane. The values of these classes are calculated by 

using linear algebra.  

 

 

Figure 2: Optimal separating hyperplane of SVM 

 

The proposed system uses single label classification to 

classify 7 different classes.  Single label classification can be 

done by one class SVMs by taking one to one combinations. 

For classification, a training data set of 80% text documents 

and testing dataset of 20% text documents is taken into 

consideration. Classification is performed on the trained data 

set consisting seven classes, namely to Sports, Language, 

Cities, Science, Technical, Politics and Entertainment. Each of 

the classes has equal or different size of text documents and 

defined by their own specific features.  

 

K Nearest Neighbor: K-NN algorithm is an instance based 

algorithms which uses the instances of data to perform the 

predictions. 

Euclidian Distance: 

Euclidian distance is used in the NN algorithm when this is 

dense data or continuous data. The distance can be used as the 

proximity degree. 

The steps followed are: 

 Measure “dist (a, ai)” i =1, 2, ….., n; where dist is the 

Euclidian_Distance between the 2 points. 

 Organize the measured n Euclidean_distances in 

increasing order. 

 Let x be the positive integer, take the first x distances 

from the list which is sorted. 

 Discover y-points conforming to x-distances. 

 Let xi signifies the number of points fitting to the 

ith group amongst x points i.e. x ≥ 0 

If xi >xj ∀ i ≠ j then put y in class i. 

 

Model Testing  

Many evaluation techniques compare the labels for the input 

data and calculate the score. These inputs will have same 

format as the training data set. We have chosen a set of testing 

documents from Wikipedia articles to evaluate the 

performance of the implemented system. These testing 

documents are different from the training data sets. Using the 

same training dataset for testing would simply memorize 

scores and results in misleading scores. We have used 

precision, accuracy, F-Score, recall metrics to calculate 

weather labels are classified correctly. 

 

RESULTS AND DISCUSSION 

Accuracy Evaluation 

The successful application in industries are essential with 

success of algorithm is measured based on the accuracy or the 

predicted accuracy of the algorithm. In recent years many 

testing procedures are built to compute the performance of the 

classification algorithms. The process of measure the outcome 

of the automatic classification how near to match the correct 

categories of the documents is known as accuracy. To 

determine the accuracy is that the user needs to classify the 

testing dataset by applying the classifier for the dataset. The 

user given the documents for  classification algorithm is to 

classify the document that can be trained with the labels 

which are classified correctly as given same label assigned by 

the user that are known as the correctly classified documents 

and the remaining documents are misclassified or incorrectly 

classified. 

The accuracy is the evaluation of number of correctly 

classified documents over the sum of the number of correctly 

classified documents and incorrectly classified documents. 

Therefore, accuracy = (number of correctly classified 

documents) / (number of correctly classified documents + 

incorrectly classified documents) 

https://dataaspirant.com/2015/04/11/five-most-popular-similarity-measures-implementation-in-python/
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The training classifier will not use to ensure the documents of 

the testing set for training that is needed for determine the 

accuracy of the model. This make sure that the classifier will 

not have suitable information from the testing documents of 

the corpus that will highly increases the performance of the 

model. Generally, the corpus is split into training set and 

testing set and then prepares the labeled documents for 

training the algorithm. The training set of documents and the 

labeled data are used to train the algorithm and then testing set 

is used to apply for testing the algorithm to determine the 

accuracy. Hence any of testing documents will not come into 

the training set. The performance of the classifier will be the 

best estimator of predicted accuracy on obscured data. 

The evaluation accuracy of the classifier rely on four features 

[9]. They are as follows- 

a) True positives(TP) are the correctly classified 

which are relevant documents as per the proper 

label. 

b) True negatives(TN) are the correctly classified 

which are irrelevant documents as an improper 

label. 

c) False positives(FP) are the incorrectly classified 

which are irrelevant documents as proper label. 

Hence  it is type I error. 

d) False negatives(FN) are the incorrectly classified 

which are relevant documents as improper label. 

Hence it is type II error. 

The evaluating accuracy for two parameters are from these 

four features, i.e. F1 score is computed. The two parameters 

are Precision and Recall. 

 Precision is the one of the parameter which specifies 

as proper label how many number of documents are 

classified. 

i.e.  Precision = TP/(sum of TP and FP) 

 Recall  is the another parameter which specifies how 

many number of relevant documents which are 

classified. 

i.e.  Recall = TP/(sum of TP and FN) 

 F1 score is the harmonic mean of precision and recall 

is denoted as- 

 

i.e.  F1 score = 2*(the product of Precision and 

Recall)/(sum of Precision and Recall) 

The proposed method is implemented for 564 Wikipedia 

articles. 80% of Wikipedia articles are used as training dataset 

to train the algorithm. Training dataset consists of Wikipedia 

articles which are related to sports, Language, Cities, Science, 

Technical, Politics and Entertainment. Based on the training 

dataset, SVM scikit learn build the model for prediction. 20% 

of Wikipedia articles are used as the testing set for testing the 

classifier which is related to sports, Language, Cities, Science, 

Technical, Politics and Entertainment. We are planning to 

increase the size of dataset. 

Table 1: represents the comparison of performance evaluation 

in terms of accuracy, precision, recall and f1-score. The result 

can be compared by using Support Vector Machine and K 

Nearest Neighbors classifier. The evaluation results of the 

different kernel functions of SVM(support vector machine) 

and the K nearest neighbor(KNN). We can measure the 

efficiency of the classifier SVM based on the different kernel 

functions are linear and radial basis function(RBF).  The 

classification of the documents based on the selection of the 

different kernel function will defines the feature space of the 

training dataset of the documents. And then KNN classifier is 

used to classify the documents based on the different 

parameters are electing the number of features, number of 

neighbors and then distance metric. Based on the number of 

features the efficiency of the KNN algorithm is increases. The 

resulting accuracy of both the algorithm provides the better 

accuracy. The SVM linear kernel classifier provides the better 

classification accuracy than the K nearest neighbor classifier. 

 

Table 1: Accuracy(%) of text categorization. 

 

Classifier 
 

Accuracy 
 

Precision 
 

Recall 
 

F-Measure 

SVM Linear  

88.49 
 

90.11 
 

88.49 
 

88.58 

 

SVM RBF 
 

85.84 
 

88.59 
 

85.84 
 

86.01 

 

KNN 
 

85.84 
 

88.59 
 

85.84 
 

86.01 

 

 

 

Figure 3: Confusion matrix for SVM linear kernel. 

 

Figure 3 shows the confusion matrix for SVM linear kernel 

classifier. The x axis shows the predicted label and Y axis 

shows the True label. The predicted and true labels are 

Language, Cities, Science, Sports, Technical, Politics, and 

Entertainment. The correct classified labels values are 16, 19, 

12, 18, 12, 9 and 14. Other than diagonal elements are 

misclassified labels. 
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Figure 4: Confusion matrix for SVM rbf kernel. 

 

Figure 4 shows the confusion matrix for SVM rbf kernel 

classifier. The x axis shows the predicted label and Y axis 

shows the True label. The predicted and true labels are 

Language, Cities, Science, Sports, Technical, Politics, and 

Entertainment. The correct classified labels values are 15, 17, 

12, 18, 12, 9 and 14. Other than diagonal elements are 

misclassified labels. 

 

 

Figure 5: Confusion matrix and results for KNN classifier 

 

Figure 5 shows the confusion matrix for K Nearest Neighbor 

classifier. The x axis shows the predicted label and Y axis 

shows the True label. The predicted and true labels are 

Language, Cities, Science, Sports, Technical, Politics, and 

Entertainment. The correct classified labels values are 

13,19,12,18,11,9 and 15. Other than diagonal elements are 

misclassified labels. 

 

CONCLUSION 

Text categorization is one of the important applications in the 

field of the text classification. Here an automated text 

categorization approach to classify Wikipedia corpora is 

proposed. In this work, we are used two supervised machine 

learning algorithms for the classification of Wikipedia 

articles. The raw Wikipedia articles are initially pre-processed 

using python packages. Then the classifier is applied on these 

pre-processed corpora to classify them into different groups 

based on the pre-defined labels. Non linear, kernel based 

Radial basis function (RBF) and linear kernel of Support 

Vector Machine is used to obtain high efficiency during text 

categorization. Linear kernel of Support Vector Machine than 

the K nearest neighbor. Text categorization can be applied in 

the field of Health, banking, News etc. This experimented is 

conducted on an open source Wikipedia articles consisting of 

564 files. 80% of the Wikipedia articles are dedicated to 

training and 20% of the articles are dedicated to testing. The 

experimental results showed that accuracy of the proposed 

system for Support Vector Machine and K Nearest Neighbor 

classifiers is 88% and 85% respectively 

In future work, here we have listed some of the features which 

can be implemented in the future work.   

 We can use machine learning algorithms like neural 

networks, decision tree to classify large volumes of 

unstructured data. 

 We can merge supervised and un-supervised learning 

to organize text documents.  

 We can experiment text categorization on large 

number of structured data sets in the future.  
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