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Abstract 
 

The past few decades witness an explosive growth in biological information 
generated by the scientific community. This is caused by major advances in 
the field of molecular biology, coupled with advances in genomic 
technologies. In turn, the huge amount of genomic data generated not only 
leads to a demand on the computer science community to help store, organize 
and index the data, but also leads to a demand for specialized tools to view and 
analyze the data. The main role of bioinformatics was to create and maintain 
databases to store biological information, such as nucleotide and amino acid 
sequences. With more and more data generated, nowadays, the most pressing 
task of bioinformatics has moved to analyze and interpret various types of 
data, including nucleotide and amino acid sequences, protein domains, protein 
structures and so on. To meet the new requirements arising from the new 
tasks, researchers in the field of bioinformatics are working on the 
development of new algorithms (mathematical formulas, statistical methods 
and etc) and software tools which are designed for assessing relationships 
among large data sets stored. 
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1. INTRODUCTION  
At the end of the 1980’s a new discipline, named data mining, emerged. The 
introduction of new technologies such as computers, satellites, new mass storage 
media and many others have lead to an exponential growth of collected data. 
Traditional data analysis techniques often fail to process large amounts of -often 
noisy- data efficiently, in an exploratory fashion. The scope of data mining is the 
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knowledge extraction from large data amounts with the help of computers. It is an 
interdisciplinary area of research, that has its roots in databases, machine learning, 
and statistics and has contributions from many other areas such as information 
retrieval, pattern recognition, visualization, parallel and distributed computing. There 
are many applications of data mining in real world. Customer relationship 
management, fraud detection, market and industry characterization, stock 
management, medicine, pharmacology, and biology are some examples. 
 Recently, the collection of biological data has been increasing at explosive rates 
due to improvements of existing technologies and the introduction of new ones such 
as the microarrays. These technological advances have assisted the conduct of large 
scale experiments and research programs. This led to the evolution of bioinformatics, 
an interdisciplinary field at the intersection of biology, computer science, and 
information technology. The main aims of bioinformatics are: 
 The organization of data in such a way that allows researchers to access existing 

information and to submit new entries as they are produced. 
 The development of tools that help in the analysis of data. 
 The use of these tools to analyze the individual systems in detail, in order to 

gain new biological insights. 
 
 
2. MOTIVATION 
The aim of data mining is to automatically or semi-automatically discover hidden 
knowledge, unexpected patterns and new rules from data. There are a variety of 
technologies involved in the process of data mining, such as statistical analysis, 
modeling techniques and database technology. During the last ten years, data mining 
is undergoing very fast development both on techniques and applications. Its typical 
applications include market segmentation, customer profiling, fraud detection, 
(electricity) loading forecasting, and credit risk analysis and so on. In the current post-
genome age, understanding floods of data in molecular biology brings great 
opportunities and big challenges to data mining researchers. Successful stories from 
this new application will greatly benefit both computer science and biology 
communities. 
 
 
3. LITERATURE REVIEW 
This kind of learning is a process from general to specific and is supervised because 
the class membership of training instances is clearly known. In contrast to supervise 
learning is unsupervised learning, where there are no pre-defined classes for training 
instances. The main goal of unsupervised learning is to decide which instances should 
be grouped together, in other words, to form the classes. Sometimes, these two kinds 
of learning’s are used sequentially — supervised learning making use of class 
information derived from unsupervised learning. This two-step strategy has achieved 
some success in gene Table 1.1: An example of gene expression data. There are two 
samples, each of which is described by 5 genes. The class label in the last column 
indicates the phenotype of the sample.  
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Table 1.1 Gene Table 
 

 
 

 
expression data analysis field, where unsupervised clustering methods were first used 
to discover classes (for example, subtypes of leukemia) so that supervised learning 
algorithms could be employed to establish classification models and assign a 
phenotype to a newly coming instance. Feature weighting algorithms assign weights 
to features individually and rank them based on their relevance to the target concept. 
There are a number of different definitions on feature relevance in machine learning 
literature. A feature is good and thus will be selected if its weight of relevance is 
greater than a threshold value.  
 A well known algorithm that relies on relevance evaluation is Relief. The key idea 
of Relief is to estimate the relevance of features according to how well their values 
distinguish between the instances of the same and different classes that are near each 
other. Relief randomly samples a number (m) of instances from the training set and 
updates the relevance estimation of each feature based on the difference between the 
selected instance and the two nearest instances of the same and opposite classes. Time 
complexity of Relief for a data set with M instances and N features is O(mMN). With 
m being a constant, the time complexity becomes O(MN), which makes it very 
scalable to data sets with both a huge number of instances and a very high 
dimensionality.  
 However, Relief does not help with removing redundant features. As long as 
features are deemed relevant to the class concept, they will all be selected even 
though many of them are highly correlated to each other. Many other algorithms in 
this group have similar problems as Relief does. They can only capture the relevance 
of features to the target concept, but cannot discover redundancy among features. 
However, empirical evidence from feature selection literature shows that, along with 
irrelevant features, redundant features also affect the speed and accuracy of learning 
algorithms and thus should be eliminated as well. Therefore, in the context of feature 
selection for high dimensional data where there may exist many redundant features, 
pure relevance-based feature weighting algorithms do not meet the need of feature 
selection very well. 
 Subset search algorithms search through candidate feature subsets guided by a 
certain evaluation measure which captures the goodness of each subset. An optimal 
(or near optimal) subset is selected when the search stops. Some existing evaluation 
measures that have been shown effective in removing both irrelevant and redundant 
features include the consistency measure and the correlation measure. Consistency 
measure attempts to find a minimum number of features that separate classes as 
consistently as the full set of features can. An inconsistency is defined as two 
instances having the same feature values but different class labels. In Dash et al., 



84  T. Shanmugavadivu and T. Ravichandran 
 

 

different search strategies, namely, exhaustive, heuristic, and random search, are 
combined with this evaluation measure to form different algorithms. The time 
complexity is exponential in terms of data dimensionality for exhaustive search and 
quadratic for heuristic search. The complexity can be linear to the number of 
iterations in a random search, but experiments show that in order to find best feature 
subset, the number of iterations required is mostly at least quadratic to the number of 
features. In Hall, a correlation measure is applied to evaluate the good -ness of feature 
subsets based on the hypothesis that a good feature subset is one that contains features 
highly correlated with the class, yet uncorrelated with each other. The underlying 
algorithm, named CFS, also exploits heuristic search. Therefore, with quadratic or 
higher time complexity in terms of dimensionality, existing subset search algorithms 
do not have strong scalability to deal with high dimensional data.  
 To overcome the problems of algorithms in both groups and meet the demand for 
feature selection for high dimensional data, we develop a novel algorithm which can 
effectively identify both irrelevant and redundant features with less time complexity 
than subset search algorithms. 
 
 
4. DECISION TREE 
Decision tree induction is among the most popular classification methods. As 
mentioned above, decision tree has an important advantage over other machine 
learning algorithms such as k-NN and SVM, in a qualitative dimension: rules 
produced by decision tree induction are easy to interpret and understand, and hence, 
can help greatly in appreciating the underlying mechanisms that separate samples in 
different classes. In general, decision trees try to find an optimal partitioning of the 
space of possible observations, mainly by the means of subsequent recursive splits. 
Most of the algorithms implement this induction process in a top-down manner: (1) 
determining the root feature that most discriminatory with regard to the entire training 
data; (2) using the root feature to split the data into non-overlapping subsets; (3) 
selecting a significant feature of each of these subsets to recursively partition them 
until reaching one of stopping criteria. 
 
4.1.1 Bagging of decision trees 
The technique of bagging was coined by Breiman, who investigated the properties of 
bagging theoretically and empirically for both classification and numeric prediction. 
Bagging of trees combines several tree predictors trained on bootstrap samples of the 
training data and gives prediction by taking majority vote. In bagging, given a training 
set S with n samples, a new training set S0 is obtained by drawing n samples 
uniformly with replacement from S. When there is a limited amount of training 
samples, bagging attempts to neutralize the instability of single decision tree classifier 
by randomly deleting some samples and replicating others.  
 
Algorithm for bagging 
Generation of trees: 
 Let n be the number of samples in the training data S. 
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 For each of k iterations: 
 Obtain a new training set S0 by drawing n samples with replacement from S. 
 Apply the decision tree algorithm to S0 .Store the resulting tree. 

 
Classification: 
 Given a new sample. 
 For each of the k trees: 
 Predict class of sample according to the tree. 
 Return class that has been predicted most often. 

 
 
5. CONCLUSION 
In the aspect of classification algorithms, no single algorithm is absolutely superior to 
all others, though SVM achieves fairly good results in most of tests. Compared with 
SVM, decision tree methods can provide simple, comprehensive rules and are not 
very sensitive to feature selections. Among the decision tree methods, the newly 
implemented CS4 achieves good prediction performance and provides many 
interesting rules. 
 Feature generation is important for some kinds of biological data. The researcher 
illustrates this point by properly constructing new feature space for functional sites 
recognition in DNA sequences. Some of the signal patterns identified from the 
generated feature space is highly consistent with related literature or biological 
knowledge. The rest might be useful for biologists to conduct further analysis. 
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